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Chapter 2 Origin Hardware Architecture

2.1 Architecture Overview

Origin is the latest family of high-performance, shared-memory multiprocessing servers
from Silicon Graphics. These servers are based on the Silicon Graphics Scalable
Shared-memory MultiProcessing (S2MP) architecture. S2MP goes far beyond
traditional scalable systems to support the enormous bandwidth required by today’s
networked computing environments while destroying the myth that scalability and high-
bandwidth come at the price of high entry and upgrade costs. The S2MP architecture is
a highly flexible architecture built of modular, low-cost components, whereby systems
scale up in support of large, highly parallel configurations, and scale downward in
support of very affordable low-end multiprocessor systems.

A great amount of design emphasis has been placed on maintaining high bandwidth and
low latency as systems grow larger. As Origin systems grow, bandwidth increases
linearly while latency only increases logarithmically. This is a result of the multi-
dimensional CrayLink interconnect as well as the very economical and efficient design
of the fundamental building blocks of the system. The result is seamless scalability from
one processor to 128 processors at a constant price/performance ratio.

A primary design goal was also to produce a highly modular design affording inherent
reliability. With the Origin product line, several features have been included to increase
reliability, availability, and serviceability:

• Reduced component count, using the latest generation CMOS VLSI design,
manufacturing, and packaging, resulting in an 80% reduction in the number of
ASICs over a comparably configured previous generation CHALLENGE system

• Highly reliable Fibre Channel disk subsystems as an alternative to standard SCSI
technology

• External SCSI RAID available as an option providing full disk fault tolerance and
hot pluggable drives

• ECC protected memory throughout the product line

• Dual-speed fans that individually speed up to compensate for fan failure

• Environmental sensors to catch problems prior to system failures

• System controller with integrated remote diagnostics capability for administration
from many locations

• Optional redundant power supplies

• Support of IRIS FailSafe in system failover of transactional-based applications like
Web, database, and file serving

• Integral checkpoint/restart capabilities built into the IRIX operating system in
support of checkpointing intermediate results of batch jobs
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As illustrated in Figure 2-1, an Origin system is a number of processing nodes linked
together by an interconnection fabric. Each processing node contains either one or two
processors, some memory, a directory for cache coherence, and two interfaces: one that
connects to I/O devices and another that links system nodes.

The interconnection fabric links nodes to each other, as shown in Figure 2-2, but it
differs from a bus in several important ways. A bus is a resource that can only be used
by one processor at a time. The interconnection fabric is a mesh of multiple links that
many processors can use to simultaneously communicate with each other. This web of
connections differs from a bus in that unlike a bus, many processors can communicate
over the fabric simultaneously. In addition, unlike a shared bus that must switch
directions, each path in the fabric is a full-duplex path made up of a pair of
unidirectional connections. However, like a bus, all memory and I/O ports in the system
are globally addressable. Origin servers will support the wide array of software written
for the shared-memory multiprocessing environment.

Origin is a scalable system. Origin2000 rack systems can range from two to 128
processors. However, scalability is about more than scaling processors. Origin systems
scale in all dimensions, including number of processors, memory, I/O bandwidth, disk
connectivity, system interconnect bandwidth, memory bandwidth, and even graphics
capabilities. A system that fails to scale in all dimensions will ultimately be limited by
some type of bottleneck.

Origin is also a modular system, in that it can be increased in size by adding standard
nodes to the interconnection fabric. This modular architecture gives the system a few
important characteristics. When purchasing an entry-level system, customers need not
pay for complete expandability. Rather, they pay for infrastructure to expand a system
as they grow a system. Also, the Origin system is inherently reliable, as the hardware in
one module can survive failures in other modules.

The Origin system is a parallel shared-memory architecture, often classified as a Cache-
Coherent Non-Uniform Memory Architecture (CC-NUMA). Nonetheless, it should be
noted that the Origin S2MP architecture’s scalable bandwidth, low-latency
characteristics, and modular design place the Origin products in a class by themselves,
overcoming bottlenecks intrinsic to CC-NUMA designs and expanding the applicability
of the classic, well-established shared-memory multi-processing architectural approach
to new levels of scalability—thus, the definition of S2MP, Scalable Shared-memory
Multi-Processor.
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Figure 2-1 Nodes in an Origin System
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Figure 2-2 Multiple Datapaths through an Interconnection Fabric

2.2 Node Card
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crossbar ASIC for interconnection, I/O interface, and interface to the interconnect
fabric. See Figure 2-3 for a block diagram of the node card. The motherboard in the
tower is similar to the node card, except the R10000 processors are mounted on a
daughter card, and the motherboard also contains an I/O subsystem. Refer to Figure 2-4
for a block diagram of the Origin200 motherboard.
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Figure 2-3 195 MHz Node Board Block Diagram
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Figure 2-4 Origin200 Motherboard Block Diagram

2.2.1   Processor
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supporting either one or two R10000 processors.
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2.2.2   Memory
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2.2.2.1 Deskside and Rack Memory DIMMs

Main and directory memory in a deskside or rack system are implemented using
SDRAM parts mounted on dual in-line memory modules (DIMMs). Each node card has
eight banks for memory, the first bank of which must be filled. Each bank has two
positions for main memory DIMMs and one position for additional directory DIMMs.
You can mix memory DIMM density on a CPU board, but each main memory DIMM in
a bank must be the same size. For configurations up to 32 processors (32P), directory
memory is included on the main memory DIMMs. There is separate memory for main
memory and directory memory. For configurations larger than 32P, additional directory
memory is added in separate slots, as shown in Figure 2-5. This additional directory
memory is used to extend the directory on the main memory DIMMs

2.2.2.2  Entry Tower Motherboard Memory DIMMs

Main and directory memory in an entry tower system are implemented using
SDRAM parts mounted on DIMMs. Each motherboard has four banks for memory, the
first bank of which must be filled. Memory banks must be completely filled with
identical DIMMs, or left empty. Each bank includes two positions for main memory
DIMMs. Extended directory memory is not supported in Origin200, as configurations
greater than four processors are not supported in this product.

2.2.2.3  Memory Sizes

Memory DIMMs come in a range of sizes. The number of DIMMs supported on a node
card or motherboard and the supported DIMM sizes will vary by type of system. Refer
to Table 2-1 for a breakdown of DIMM sizes and maximum configurations supported
for different system types.

Table 2-1 Memory DIMMs in Origin Systems

System
Type

DIMM
Size

Memory Bank
Size

Memory
Density

Max Memory per
Node Card or
Motherboard

Origin200 16MB 32MB 16Mbit 128MB

Origin200 32MB 64MB 16Mbit 256MB

Origin200 64MB 128MB 16Mbit 512MB

Origin200 256MB 512MB 64Mbit 2GB

Origin2000 32MB 64MB 16Mbit 512MB

Origin2000 64MB 128MB 16Mbit 1GB

Origin2000 256MB 512MB 64Mbit 4GB
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Figure 2-5 Physical View of the Origin2000 Node Card
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These four interfaces are interconnected by an internal crossbar, as shown in Figure 2-6.
The interfaces on the HUB communicate by sending messages through the crossbar.
The processor and memory ports are bidirectional ports that run at 780MB per second
(peak bandwidth). The I/O and CrayLink interconnect ports are each 2 half-duplex ports
that run at 2 x 780MB per second, a total bandwidth of 1.56GB per second (peak
bandwidth).1

The HUB controlsintranode communications between the node’s subsystems, and also
controlsinternode communications with other HUB ASICs in other nodes. The HUB
converts internal messages using a request/reply format to and from the external
message format used by the XIO or CrayLink Interconnect port. All internal messages
are initiated by processors and I/O devices.

Figure 2-6 Block Diagram of a HUB ASIC
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(intra-HUB) message.
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1. In a 195MHz system, the HUB ports run at 780MB/sec. In a 180MHz system, the HUB ports
run at 720MB/sec.

Interconnection Fabric

O
utput

F
IF

O

Input
F

IF
O

M
em

ory/D
irectory Interface

Output
FIFO

Asynch/Synch
Interface

Asynch
Interface

Input
FIFO

Input
FIFO

Output
FIFO

In
pu

t
F

IF
O

I/O
 In

te
rf

ac
e

Processor Interface

O
ut

pu
t

F
IF

O



Origin Hardware Architecture

26 Origin™ Servers Technical Report

Messages can be classified as requests or replies. Each input and output FIFO associated
with a HUB chip interface is logically divided into two queues; one to process requests,
the other for replies. The cache coherence protocol together with the separate logical
request and reply paths guarantee that deadlock is avoided.

These messages (e.g., read, write) are converted by the respective interfaces into
CrayLink Interconnect requests to the appropriate target—memory or I/O interface.
Depending on the directory state, the target either replies or sends additional requests,
such as an intervention or an invalidation, to other interfaces within the same or
different HUB chips.

For example, suppose a processor sends a programmed I/O (PIO) message to a local I/O
device. The message is received at the HUB chip processor interface, converted to intra-
HUB format, and passed through the HUB to the I/O interface. At the I/O interface, the
message is converted to XIO format and placed on the local XIO interconnect.

2.2.4   Origin200 Motherboard I/O Subsystem

The Origin200 Motherboard is a node card that incorporates a fully functional I/O
subsystem on-board. This I/O subsystem is similar to that used in the deskside and rack
configurations described in Section 2.3. This built-in I/O subsystem differs in that it
includes a bridge from the standard XIO Protocol to a PCI-64 bus. A special ASIC
called the “bridge” converts the XIO Protocol to PCI-64. On-board, the motherboard
has the following I/O devices accessible via the back of the unit or routed internally:

• 1 10/100Base-TX

• 2 460Kbaud Serial

• 1 parallel

• 1 Fast Wide UltraSCSI internally routed to the internal 3-1/2” disks

• 1 Fast Narrow UltraSCSI internally routed to the two internal 5-1/4” devices

• 3 PCI-64/32 full-size slots for expansion

2.3 I/O Subsystem

2.3.1   XIO Protocol

Origin systems use an advanced input-output (I/O) subsystem, consisting of a number of
high-speed XIO links. XIO supports a wide range of Silicon Graphics and third-party
I/O devices. Adapters are also supported to convert XIO to industry-standard interfaces,
PCI and VME.

XIO is distributed, with an I/O port on each node card. As with Origin distributed
memory, each I/O port is accessible by every CPU. I/O is controlled through an
intelligent crossbar interconnect on the XBOW ASIC. Each module supports a
maximum of 12 XIO slots.
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2.3.2   XBOW

An XBOW ASIC expands the single XIO port to a total of eight ports: six are used for
I/O and two are connected to node cards. Ports using the XIO Protocol can be
programmed for either 8- or 16-bit communications. The electrical interface for XIO is
the same as that used by the CrayLink Interconnect.

A number of interface ASICs are available to link the XBOW ports to PCI, VME, SCSI,
Ethernet, ATM, Fibre Channel, and other I/O devices. The interface ASICs include the
IOC3, LINC, and Bridge ASICs.

The XBOW ASIC has a dynamic crossbar switch that expands the dual-node XIO port
to six 16-bit I/O ports. Each I/O port can run in either 8- or 16-bit mode, with rate-
matching buffers to decouple 16-bit to 8-bit ports. The XBOW ASIC uses the XIO
Protocol at all of its ports. There are two XBOW ASICs on each Origin2000 module
midplane. In the base configuration, one XBOW port is connected to the first node card
in support of 6 XIO slots. Additional I/O bandwidth and I/O expansion to 12 XIO slots
per module may be achieved by connecting the second XBOW port to a second node
card. A functional view of an XBOW ASIC, with dual node boards and six half-size
XIO boards, is shown in Figure 2-7.
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Figure 2-7 Functional Location of XBOW ASIC
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Figure 2-8 Block Diagram of an XBOW ASIC Showing Eight Ports Connected to Widgets
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Table 2 lists the XIO devices supported in Origin.

2.3.3.1 Base I/O Board

The Base I/O board contains those I/O functions that come standard in each base system
deskside module and in each rack-based module:

• 1 10/100Base-TX Fast Ethernet link, with auto-negotiation (compliant with 802.3u)

• 2 460-Kbaud serial ports, composed of dual, independent UARTS

• 1 external, single-ended, wide UltraSCSI (compliant with X3.131-1994) port

• 1 internal Fast 20 UltraSCSI (compliant with X3.131-1994) single-ended port

• 1 real-time interrupt output for frame sync

• 1 real-time interrupt input (edge triggered)

• Flash PROM

• NVRAM

• Time-of-Day clock

The block diagram of the Base I/O board is shown in Figure 2-9.

Table 2-2 Supported XIO Devices

XIO Device Type # of ports

Base I/O 1 10/100Base-TX
2 460Kbaud serial
1 external SE UltraSCSI
1 internal SE UltraSCSI
1 real-time interrupt

Faster Ethernet and serial 4 10/100Base-TX
6 115kbs Serial

UltraSCSI 3 differential interfaces and 1 selectable inter-
face (single-ended or differential)
40 MBytes/sec each (peak)

Fibre Channel 2 100MBytes/sec

ATM (video on demand, classical IP) 4 OC3C 155Mbits/sec

HIPPI-Serial 1 100 MBytes/sec
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Figure 2-9 Base I/O Board Block Diagram
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PCI support is optionally added to the Origin2000 system using an internal PCI
expansion box. This box plugs into one of the XIO slots in the module. This box
requires access to a wide XIO slot. Only a single PCI expansion box is supported per
Origin2000 module. Each PCI expansion box provides three 64-bit PCI full-size card
slots.

Three full-size 64-bit PCI boards are supported in each Orgin200 tower. The bridge chip
that converts the XIO bus to PCI-64 and the three PCI connectors are located on the
tower motherboard.

2.3.5    VME-64 Adapter

The VME adapter option enables Origin2000 and Cray Origin2000 systems to support
VME-64 boards. Each VME adapter requires one XIO bus slot and adds one VME bus,
up to a maximum of five.

A VME adapter option consists of an XIO interface board, a 6U or 9U VME System
Controller (Slot 0) board, and a CrayLink cable that interconnects them.

In addition to the VME adapter, the user must provide a VME chassis, backplane, and
power supply. Silicon Graphics has tested and approved three VME chassis
configurations from Elma Electronic, which customers must purchase directly from
their local Elma distributor. The recommended models are suitable for rack-mounting.

For ordering information on VME chassis or fiber optic cables, see http://www.sgi.com,
and word-search on “VME.” The configurations of the approved VME chassis are:

• 5-Slot, 6U chassis, rack-mount

• 5-Slot, 9U chassis, rack-mount

• 21-Slot, 6U chassis, rack-mount

Note that the system controller board reduces the available number of slots by one.

2.3.6   I/O ASICs

Three important I/O ASICs translate the crosstalk links to other I/O buses and protocols.

2.3.6.1 Bridge ASIC

TheBridge ASIC is physically located on a XIO board. It converts the XIO link to the
PCI bus protocol. The Bridge ASIC also provides address mapping, interrupt control,
read prefetching, and write-gathering. Peak bandwidth of the Bridge ASIC is 800MB
per second on a XIO link and 266MB per second on the PCI link. An illustration of an I/
O subsystem with a Bridge ASIC is given in Figure 2-10.
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Figure 2-10 Bridge ASIC

2.3.6.2 IOC3 ASIC

TheIOC3 ASIC takes PCI output from the Bridge ASIC and converts it to standard I/O
protocols for Ethernet, parallel I/O, and serial I/O. The IOC3 ASIC is physically located
on the XIO Base I/O and MIO boards.

2.3.6.3 LINC ASIC

The LINC ASICis designed to support intelligent controllers and optimize throughput
with a variety of scatter and gather functions.

The LINC ASIC is located in the HIPPI-Serial, ATM OC3, and DIVO boards; the ASIC
converts the 64-bit PCI protocol to 32-bit PCI protocol. Using an IDT R4650 MIPS
processor running at 132MHz, the LINC has a 64-bit host-side “parent” PCIbus (PPCI)
which provides:

• 64-bit addressing used for system DMA access

• 32-bit addressing used for peer-to-peer DMA and PIO accesses

The LINC ASIC also supports a 32-bit “child” PCIbus (CPCI) for attaching interface
devices; the CPCI provides Request/Grant and interrupt support for up to two devices.

A block diagram of an I/O subsystem with both a Bridge ASIC and two LINC ASICs is
given in Figure 2-11.
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Figure 2-11 Block Diagram of LINC ASICs with Bridge ASIC
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• The topology of the CrayLink Interconnect is such that the bisection bandwidth2

grows linearly with the number of nodes in the system.

The interconnection fabric provides a minimum of two separate paths to every pair of
Origin nodes. This redundancy allows the system to bypass failing routers or broken
fabric links. Each fabric link is additionally protected by a CRC code and a link-level
protocol, which retry any corrupted transmissions and provide fault tolerance for
transient errors.

Figure 2-12 illustrates an eight-vertex hypercube with its multiple datapaths.
Simultaneously, node R1 can communicate with nodes R0, R2 to R3, R4 to R6, and R5
to R7, all without having to interface with any other node.

Figure 2-12 Datapaths in an Interconnection Fabric

2.4.2   Routers

Router boards physically link the HUB ASIC on the node board to the CrayLink
Interconnect. CrayLink Interconnect provides a high-bandwidth, low-latency
connection among all the node cards. Central on a Router board is the Router ASIC,
which implements a full six-way nonblocking crossbar switch.

Location of a Router board in a system is shown in Figure 2-13, and a physical view of
the Router board is given in Figure 2-15.

2. Bisection bandwidth is the bandwidth that would be seen crossing two halves of the system if
the system were cut in half.
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Figure 2-13 Location of a Router Board in an Origin2000 System

The Router crossbar allows all six of the router ports to operate simultaneously at full-
duplex; each port consists of two unidirectional data paths. The Router board also
includes a set of protocols, which provides a reliable exchange of data even in the face
of transient errors on links, manages flow-control, and prioritizes data so that older data
is given precedence over newer data.

2.4.2.1 Router ASIC

TheRouter ASIC is a 6-port dynamic switch that forms the interconnection fabric
connecting the nodes. Physically, the router chip is located on a Router board, which
plugs into the deskside midplane opposite the XIO and node cards. A block diagram of
the Router ASIC is given in Figure 2-14.

Proc 0
I/O

CrayLink Interconnect

Memory

Node card
XIO

C
ac

he

Proc 1

C
ac

he

HUB ASIC

Router

Node

Node

Node



Origin Hardware Architecture

Origin™ Servers Technical Report 37

Figure 2-14 Block Diagram of the Router ASIC

Functionally, the Router ASIC does the following:

• Determines the most efficient connection of receive to send ports, given the set of
received messages, and dynamically switches connections among any of the six
pairs of ports through the six-way crossbar

• Communicates reliably by using the CrayLink Interconnect link-level protocol
(LLP) to other routers and HUBS

• To reduce latency, routes messages without having to receive the entire message
(wormhole routing)

• Buffers CrayLink messages

• Communicates with a total peak bandwidth of 9.3GB per second

The block diagram shows the source-synchronous drivers (SSD) and receivers (SSR)
that multiplex and de-multiplex the high-speed external connection (390MHz) to the
router internal frequency (97.5MHz).
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Three of the Router ports are STL, for rapid communication between ASICs inside the
module. See Section 2.4.3 for a description of STL. The other three Router ports are
differential PECL, for inter-module communication over CrayLink cables. The three
internal router ports use single-ended STL signaling to minimize pin count. The three
external router ports use differential PECL, which provides better noise immunity on
external links.

2.4.2.2 SSD/SSR

The source synchronous drivers/receivers create and interpret the high-speed, source
synchronous signals used for communication between ASICs within the enclosure.
They convert 64 bits of data transmitted at the core frequency of 97.5MHz to 16 bits of
data transmitted at 390MHz.

2.4.2.3 Link-Level Protocol (LLP)

The LLP interfaces with the SSD/SSR and provides error-free transmission of data
between chips. It contains a synchronizer to interface directly with the core of the ASIC.
Error detection is made using CCITT CRC code, and correction is made by
retransmission through a sliding window protocol. Both 8- and 16-bit links are
supported.

2.4.2.4 Router Receiver and Sender

The router receiver accepts data from the LLP, manages virtual channels, and forwards
data to the router tables and the router sender. Dynamically Allocated Memory Queues
(DAMQs) are used for efficient message handling under heavy loads. Bypass logic is
provided for performance under light loads (see Section 2.4.2.6). Logic also “ages”
packets should they fail to make progress, giving higher priority to older packets.

The router sender drives data to the LLP for transmission to other chips. It also manages
CrayLink credits, which are used for flow control.

2.4.2.5 Routing Table

The routing table provides static routing information for messages as they pass through
the interconnection fabric. Routing table lookup is made in a pipelined fashion, to
minimize routing delays. Each router determines the direction to be taken by the
message when it enters the next router. The routing table provides flexible routing and
configurations with other than 2n nodes.

2.4.2.6 Router Crossbar

The router crossbar contains a series of hand-optimized multiplexers that control data
flow from receiver to sender ports. Message bypassing during periods of light loading
allows a message to pass through the router with minimal latency. When this is not
possible, a wavefront arbiter determines the optimal path. An “aging protocol” gives
priority to older messages over those more recently arrived.
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2.4.2.7 Router Local Block

The router local block is the control point of the router chip; it provides access to all
router control and status registers, including the router tables, error registers, and
protection registers. The local block also supports special vector message routing,
which is used during system initialization and allows access to routerPerformance/
Error status registers.

Figure 2-15 Physical View of the Standard Router Board
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2.4.2.8 Types of Router Boards

There are four types of Router boards:

• TheNull Router connects two node cards in an Origin2000 deskside system or
Origin200 Twin Tower configuration (up to four R10000 processors).

• TheStar Router connects three or four node cards to each other in an Origin2000
deskside system. The deskside Star Router configuration is upgraded to a Standard
Router configuration when upgraded to rack-based systems supporting greater than
eight processors.

• TheStandard Router cables together from two to 32 node cards (from two to 64
CPUs), physically located in from one to eight modules. XpressLink interconnects
are supported in 16- and 32-processor systems in support of increased bandwidth
and decreased latency. XpressLinks take advantage of spare Router connections to
improve on the hypercube topology.

• TheCray Meta Router is used in conjunction with Standard Routers to expand the
system from 33 to 64 node cards (65 to 128 CPUs).

Programmable tables within the Router ASICs control packet routing through the
CrayLink Interconnect. These tables allow for partial configurations (system sizes that
are not 2n) and reconfigure around broken links or inoperative modules.

Figure 2-16 4 processor Origin200 Twin Tower / Origin2000 Deskside Topology Using
Null Router Interconnect

Figure 2-17 8 processor Origin2000 Deskside Topology Using Star Router Interconnect
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Figure 2-18 32-processor Origin2000 System Topology Using Standard Router
Interconnect and additional XpressLink Interconnects

Figure 2-19 64 processor Origin2000 System Topology Using Standard Router
Interconnect
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2.4.3   Silicon Graphics Transistor Logic (STL)

Each port on the Router card consists of a pair of 16-bit unidirectional links that provide
780MB per second of peak bandwidth each way (1.56GB per second bidirectional). The
links use a Silicon Graphics–developed low-swing CMOS signaling technology (STL).
STL provides direct, very high-speed (2.5-nanosecond cycle time) ASIC-to-ASIC
communicationinside a module. These STL links can be buffered with differential ECL
transmitters and receivers to drive cables to runoutside the module, connecting to other
modules.

Proper operation of the external modules requires correct grounding of the attached
modules. Proper site preparation is essential for reliable operation.

2.4.4   Connectors

As shown in Figure 2-21, a Standard Router board has six CrayLink connections; three
are used for STL midplane links, three are used for external PECL cable links. The three
midplane connections are built into a 300-pin connector.   The three PECL cable
connectors are on the board bulkhead. Two of the STL connectors support links to Node

Figure 2-20 128-processor Cray Origin2000 System Topology
Using the Cray Meta Router
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boards, and the third supports a link to a second Router board in the module (if present).
Each of the external connectors supports a cable connection to another Router board,
either in the same module or in another module.

Figure 2-21 Routing Board Connectors

2.4.5   CrayLink Cables

Routers are connected to routers in other modules using external PECL cable links.
Each cable is a double-shielded bundled twin-coax containing 50 differential signal
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108". Each cable connector is a 100-pin blade-style connector.   The minimum bend
radius for a CrayLink cable is 1.25 inches. To ensure the bend radius limit is not
exceeded, rack systems are shipped with cable guides routing all cables.

2.5 Distributed Shared Address Space

Origin memory is located in a single shared address space. Memory within this space is
distributed among all the processors and is accessible over the interconnection fabric.
This differs from classic SMP designs such as the previous generation CHALLENGE
server system, in which memory is centrally located on and only accessible over a single
shared bus. By distributing Origin memory among processors, memory latency is
reduced: accessing memory near to a processor takes less time than accessing remote
memory. Although physically distributed, main memory is available to all processors
and results in increased total memory bandwidth across the system.

I/O devices are also distributed within a shared address space; every I/O device is
universally accessible throughout the system.

2.6 Origin Memory Hierarchy

Memory in an Origin system is organized into the following hierarchy:

At the top, and closest to the processor making the memory request, are theprocessor
registers. Since they are physically on the chip, they have the lowest latency—that is,
they have the fastest access times. In Figure 2-22, these are on the processor labeled P0.

The next level of memory hierarchy is labelledcache. In Figure 2-22, these are the
primary and secondary caches located on P0. Aside from the registers, caches have the
lowest latency in an Origin system, since they are also on the R10000 chip (primary
cache) or tightly coupled to its processor (secondary cache).

The next level of memory hierarchy is calledhome memory, which can be either local or
remote. The access is local if the address of the memory reference is to an address on
the same node as the processor. The access is remote if the address of the memory
reference is an address on another node. In Figure 2-22, local memory is the block of
main memory on Node 0. Local memory has reduced latency compared to bus-based
systems, because the arbitration contention for the shared bus that exists in a bus-based
system does not exist in the local memory subsystem.

The next level of memory hierarchy consists of theremote caches that may be holding
copies of a given memory block. If the requesting processor is writing, these copies
must be invalidated. If the processor is reading, this level exists if another processor has
the most up-to-date copy of the requested location. In Figure 2-22, remote cache is
represented by the blocks labeled “cache” on Nodes 1 and 2.

Caches are used to reduce the amount of time it takes to access memory—also known as
a memory’slatency—by moving faster memory physically close to, or even onto, the
processor. This faster memory is generally some version of static RAM, or SRAM.
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Figure 2-22 Memory Hierarchy, Based on Relative Latencies and Data Capacities

While data only exists in either local or remote memory, copies of the data can exist in
various processor caches. Keeping these copies consistent is the responsibility of the
logic of the various HUB ASICs. This logic is collectively referred to as acache-
coherence protocol.

2.7 Cache Coherency
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A multiprocessor configuration is different. In a system like Origin, data can be copied
and shared among all the processors and their caches. Moving data into a cache reduces
memory latency, but it can also complicate coherence since the cached copy may
become inconsistent with the same data stored elsewhere. Acache coherence protocol is
designed to keep data consistent and to disperse the most recent version of data to
wherever it is being used.

Here’s an example of cache coherence. It starts when a new block of data is loaded into
a single processor’s cache. Since there is only one instance of this data in the entire
system, the coherence state of the data is said to beExclusive, as shown in Figure 2-23.
This state is indicated by setting theExclusive bit in thedirectory entry that is assigned
to the memory block (see Section 2.7.1 for a description of directory-based coherence).

Figure 2-23 Exclusive Data

When Processor 1 needs to use this data, it makes a copy and loads the copy into its
cache. This means there are now two instances of the same data in the system, which
also means the data in Processor 0 is no longer exclusive.

When the copy is made, the directory sets theShared state bit, indicating that this block
has a copy somewhere3 in the system.

3. That “somewhere” is indicated by a bit vector in the same directory entry, which points to the node storing the
shared copy.
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Figure 2-24 Shared Data

If Processor 1 changes the data, then the data is referred to asdirty and is marked for
writeback. Since read-only data cannot be modified, it does not need to be written back.

Once Processor 1 is finished using the data, the next step is for Processor 1 to write this
data into its cache. However, if this write were allowed to execute there would be two
different versions of the same data in the system: the newly modified data in Processor 1
cache, and the unmodified, or “stale” version in the main memory and cache of
Processor 0. Therefore the stale data must be made consistent with the most recent
version in Processor 1 cache.

There are two different methods, calledprotocols, of reconciling the inconsistency
between the versions of data:

• snoopy-based protocol

• directory-based protocol

Origin uses a directory-based coherence protocol.

2.7.1   Directory-Based Coherence

Origin uses a directory-based coherence protocol. In a directory-based protocol, each
block (a.k.a. cache-line) in memory has an accompanying directory entry. These entries
are kept in a table called adirectory. Since memory is distributed throughout the system,
Directories and their entries are distributed across the system architecture to balance
access to the directories across the entire system and to prevent a single point of
congestion.

Eachdirectory entry contains information about the memory block such as its system-
wide caching state, and bit-vectors pointing to caches, which have copies of the memory
block. By checking the state and bit vectors, memory can determine which caches need
to be involved with a given memory operation in order to maintain coherence.
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Figure 2-25 Directory-Based Coherence

Directory-based coherence avoids the bandwidth problem of a snoopy protocol by not
requiring each processor to broadcast its memory accesses. Instead, only those caches
that contain copies of the memory block need to be notified of a memory access, and
then only if they are affected. This feature of the directory protocol assures that the
scalable bandwidth of the interconnection fabric is not compromised by the support of
cache coherence.

Two methods may be used to maintain coherence in a directory-based system: update,
and invalidate. Origin uses the invalidate method.

2.7.2   Maintaining Coherence through Invalidation

An invalidate purges all copies of the modified or dirty cache line from all other caches
in which the line resides. Invalidation is done by setting anInvalid bit in the cache line’s
tag. If an invalidate is executed, the single remaining cached copy of the line becomes
exclusively owned by the writing processor. Invalidation allows the processor having
exclusive ownership to make further writes to the line without having to notify other
caches as each write occurs.

2.7.3   Memory Consistency

Various models are used to maintain data coherence throughout a computer system. The
most stringent model is calledsequential consistency, which is used in Origin.

Using sequential consistency:

• all processors issue memory requests in program order

• all memory operations return values that correspond to a sequential ordering of the
memory references by the processors

Ordering is enforced between uncached writes and cached operations, but overlap is still
possible due to the design of the R10000 processor.
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2.8 System Latencies

Memory latency is the amount of time it takes a system to complete a read or write to
memory. It is quoted using two metrics: access time and cycle time.

• Access time is the time between issuing a data request and the time when the data is
returned

• Cycle time is the time between repeated requests

Memory latency is reduced by:

• the inherent spatial and temporal locality in caches

• distributing memory, and moving some of it close to each processor

• page migration, in which frequently accessed data is moved from remote memory to
local memory

• the system topology, in which latency only gradually increases as the “distance”
between CPUs increases

• latency tolerance features of the R10000 microprocessor and cache subsystem

Table 2-3 lists memory read latencies for Origin2000 systems. Note that this table
assumes a cache miss, and no contention for the data. It does not factor in cache hits,
which reduce average latency, nor does it account for the latency tolerance features of
the R10000, which will also reduce the effective average latency.
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2.9 System Bandwidths

Three types of bandwidth are cited in this report:

• Peak bandwidth, which is a theoretical number derived by multiplying the clock rate
at the interface by the data width of the interface.

• Sustained bandwidth, which is derived by subtracting the packet header and any
other immediate overhead from the peak bandwidth. This best-case figure,
sometimes called Peak Payload bandwidth, does not take into account contention
and other variable effects.

• Bisection bandwidth, which is derived by dividing the interconnection fabric in half,
and measuring the data rate across this divide. This figure is useful for measuring
data rates when the data is not optimally placed. It can be quoted as a peak or
sustained number.

2.9.1   Peak and Sustained Bandwidths

Each HUB link to the interconnection fabric has a peak bandwidth of 1.56GB per
second, full duplex (780MB per second in each direction). Each 16-bit HUB XIO port
has a peak bandwidth of 1.56GB per second, full duplex (780MB per second in each
direction).

Table 2-3 Main Memory Latency in an Origin System (assumes 195MHz CPUs)

System Size
(Number of CPUs)

Maximum Worst-
Case Latencya

Average Latency
Characteristics

Minimum
Latencyb

2 343ns 343ns 318ns

4 554ns 441ns 318ns

8 759ns 623ns 318ns

16 759ns 691ns 318ns

32 836ns 764ns 318ns

64 1067ns 851ns 318ns

128 1169ns 959ns 318ns

aassumes access to
memory topologi-
cally furthest away
from requesting CPU

bassumes access
to local node’s
memory
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Each 16-bit HUB XIO port has a sustained bandwidth of 693MB per second,
unidirectional, and 1.25GB per second full duplex.The unidirectional figure is greater
than half of the full-duplex figure since a half-duplex link does not have the overhead of
replying to packets coming in the opposite direction.

The HUB memory and processor ports have a peak bandwidth of 780MB per second.

Table 2-4 gives a comparison between peak and sustained data bandwidths at the XIO
and interconnection fabric interfaces of the HUB.

2.9.2   Bisection Bandwidth

System bisection bandwidth is given in Table 2-5.

Table 2-4 Summary of Peak and Sustained Bandwidths

Interface at HUB
Half/Full
Duplex

Peak Bandwidth,
per second

Sustained Bandwidth
per second

Processor Unidirectional 780MB 624MB

Memory Unidirectional 780MB 675MB

Interconnection Fabric Full duplex 1.56GB 1.25GB

Half duplex  780MB 693MB

XIO Boards 16-bit full duplex 1.56GB 1.25GB

16-bit half duplex 780MB 693MB

Table 2-5 Sustained [Peak] Bisection Bandwidths of Origin2000 Configurations

System Size
(Number of CPUs)

Bisection bandwidth
(without Express links)
sustained [peak]

Bisection bandwidth
(with Express links)
sustained [peak]

8 1.25GB/sec [1.56GB/sec] 2.5GB/sec [31.2GB/sec]
(star router)

16 2.5GB/sec [3.12GB/sec] 5GB/sec [6.24GB/sec]

32 5.0GB/sec [6.24GB/sec]Size 10GB/sec [12.5GB/sec]

64 10GB/sec [12.5GB/sec] n/a

128 20GB/sec [25GB/sec] n/a
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